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The 13th Symposium on Educational Ad-
vances in Artificial Intelligence (EAAI-23), co-
chaired by Michael Guerzhoy, Marion Neu-
mann, and Pat Virtue, continued the tradition
of the AAAI/ACM SIGAI New and Future Al
Educator (NFAIED) Program to support the
training of early-career university faculty, sec-
ondary school faculty, and future educators
(PhD candidates or postdocs who intend a ca-
reer in academia).

This paper is a collection of the “blue sky” es-
says of the 2023 NFAIED awardees, intended
to help motivate discussion around various
current and important issues in Al education.

Making Al Education More
Interdisciplinary Through
Computational Creativity

Carolyn Jane Anderson (Computer
Science, Wellesley College)

Artificial Intelligence is an attractive subfield to
students because it encompasses technolo-
gies that have the potential for great impact
on society. Some computer science students
find this exciting, while others find it threat-
ening. As an educator, | find this binary di-
vision between fear and hope difficult to navi-
gate, as | mediate between the Optimists, who
write in their reflections (and course evalua-
tions) that there is too much focus on the neg-
ative side of technology, and the Pessimists,
who are quick to allocate blame, but struggle
to propose alternatives. What links Optimists
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and Pessimists is the shared belief that the
power to shape the future lies with technolo-
gists: they disagree only about whether non-
technologists are victims or beneficiaries. My
goal is to push students outside of these famil-
iar camps into a broader view of Al by focusing
on computational creativity.

Computational creativity is an approach to
technology that emphasizes curiosity and
playfulness. It brings together individu-
als with a range of skills and backgrounds
around a shared interest in using technol-
ogy for humanistic pursuits. By focusing
on computational creativity, | hope to re-
place the technological savior/menace narra-
tive with one that highlights the agency of non-
technologists. From David Cope’s early ex-
periments in Al-generated music, to language
model-generated recipes and jokes, and now
in the growing art generation community, hu-
manists have played a role in shaping, design-
ing, and adapting technology to pursue their
own goals throughout the history of Al.

In my course, | try to emphasize these creative
applications of Al in a number of ways. Each
of my programming assignments produce
something of interest to non-technologists: a
sudoku solver, a recipe classifier, a chatbot
that plans menus, recommends gifts, or picks
out poems. | assign Janelle Shane’s You Look
Like A Thing And | Love You, which empha-
sizes the weirdness of neural networks. Stu-
dents love this book; they frequently mention
how accessible and fun it is. Most importantly,
I have been working to bring students and fac-
ulty from other departments into the conversa-
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tions that we have in my class. This semester
| partnered with a colleague in Cinema and
Media Studies for a unit on Al art generation.
My students generated illustrations for a short
story and the Cinema and Media Studies stu-
dents served as art competition judges. We
held a joint class with an awards ceremony
and a discussion about the ethics of art gen-
eration.

My vision is to create an Al curriculum cen-
tered around co-teaching and collaboration
between departments. | believe that every-
one has the potential to shape how technol-
ogy is used in the future, and it is our obliga-
tion as Al educators to give students outside
of computer science the chance to contribute.
Hearing their voices on a more regular basis
would benefit the computer science students
by helping them to recognize that technolo-
gists do not have all the power: they can work
hand-in-hand with humanists to dream up a
better future.

Can we use some advances in Al to
teach Al? How could we make Al
education more interdisciplinary?

Yaman K Singla (lliT-Delhi; State
University of New York at Buffalo)

ChatGPT (an Al chatbot from OpenAl with
exceptional chat capabilities) was released a
few months ago, and the impacts have been
staggering. It has since exploded in popu-
larity (over one million users in its first week
of launch), and its power is just beginning to
be understood. The CEO of Chegg, an ed-
ucational technology company with a market
cap north of 1.3 bi USD, which helps students
with their homework, reported ChatGPT be-
ing the cause for a 46% decline in its stock
value [1]. Some academics call ChatGPT “the
end of homework” [2,3]. The fear is that stu-
dents will use it to cheat on exams and home-
work assignments. However, ChatGPT is just
a new wine in an old bottle. Plagiarism and
homework outsourcing are not new phenom-
ena. The only difference now is that the tools
are much more capable, cheaper (free), ac-
cessible, and proficient at avoiding plagiarism
detection. However, instead of fearing new
technology and calling for bans, this should be
a call to change in the way we approach ed-
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ucation through the lens of standardized cur-
riculums and testing.

The historical roots of standardized curricu-
lums in West can be traced back to the last
300 years when the industrial revolution led to
an increase in the need for workers with spe-
cific skills and knowledge and, consequently, a
dramatic increase in school enrolment [7,8,9].
As enrolments continued to rise, national stan-
dards for high school programs and college
entrance requirements became necessary to
help schools adequately prepare their stu-
dents for college and to help colleges to eval-
uate the increasingly large pool of applicants
from a wide range of high school programs
[8,9,10] In order to meet this need, schools
began to implement standardized curriculums
that focused on subjects like reading, writing,
and arithmetic, with the goal of preparing stu-
dents for the workforce. Standardized curricu-
lums were seen as a way to ensure that all
students received the same basic education
and had the skills necessary to be successful
in their chosen careers.

We are no longer constrained by similar con-
straints as present then. Further, standard-
ized curriculums and testing have long been
criticized for their lack of flexibility and for fail-
ing to consider students’ individual needs and
abilities. They often focus on rote learning
and memorization rather than fostering criti-
cal thinking and problem-solving skills. The
results of this one-size-fits-all curriculum are
uninterested students, test-motivated educa-
tion, high student drop-out rate, low employa-
bility and low research outputs.

On the other hand, recent advances in Arti-
ficial Intelligence can help us move towards
a more personalized approach to education.
One such technique is curriculum learning [4].
Curriculum learning is a machine learning ap-
proach in which the learning algorithm auto-
matically selects the most effective learning
steps or curricula for a given task. This is
different from traditional machine learning ap-
proaches, where the training data and learn-
ing algorithm are fixed and do not change over
the course of learning [5,6]. In curriculum
learning, the algorithm adapts to the data and
selects the most effective way to present the
training examples to the model.

Similar to how a model is made to learn the
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entire dataset in the most efficient manner,
students can be taught the subjects that they
want to learn in the most efficient manner
in a personalized way. The idea is to di-
vide the subject into small indivisible units
which have associated skill mapping. By us-
ing curriculum learning, the algorithm can au-
tomatically select the most effective sequence
of learning steps for each individual student,
based on their previous knowledge and learn-
ing progress tested on modules. This could
enable personalized education experiences
that are tailored to each student’s needs and
abilities and that are able to adapt as the
student’s knowledge and skills evolve over
time. By carefully planning the units in a sub-
ject (similar to how a researcher curates their
dataset, dividing it into carefully planned sets)
and regularly assessing the progress of stu-
dents (on each skill), educators can provide a
high-quality education that helps students de-
velop the knowledge, skills, and abilities they
need to succeed, helping move from a one-
size-fits-all approach to personalized educa-
tion and skill development.

References

[1] Bohannon, Molly. “Chegg—Education Com-
pany Criticized For Helping Students Cheat—Says
More Turning To ChatGPT As Stock Plunges”,
Forbes

[2] Andy Crouch, Twitter, Retrieved Dec 1 2022,
https://twitter.com/ahc/status/15983
23606303424512?2s=20&t=bKzJgq3ypUVCDW
gylzCpXdQ

[3] Stokel-Walker, Chris. “Al bot ChatGPT writes
smart essays — should professors worry?”, Nature
Articles.

[4] Soviany, Petru, et al. “Curriculum learning: A
survey.” International Journal of Computer Vision
(2022): 1-40.

[5] Kumar, Yaman, et al. “Automatic Essay Scor-
ing Systems Are Both Overstable And Oversen-
sitive: Explaining Why And Proposing Defenses.”
Dialogue & Discourse 14.1 (2023): 1-33.

[6] Singla, Yaman Kumar, et al. “Using sampling to
estimate and improve performance of automated
scoring systems with guarantees.” Proceedings of
the AAAI Conference on Artificial Intelligence. Vol.
36. No. 11. 2022.

[7] Lagemann, E.C. Private Power for the Public
Good: A History of the Carnegie Foundation for

JUNE 2023

the Advancement of Teaching. Middletown, Conn.:
Wesleyan University Press, 1983.

[8] Shedd, Jessica M. “The history of the student
credit hour” New directions for higher education
2003.122 (2003): 5-12.

[9] National Education Association. Report of the
Committee of Ten on Secondary School Studies,
with the Reports of the Conferences Arranged by
the Committee. New York: American Book Com-
pany, 1894.

[10] Levine, A. Handbook on Undergraduate Cur-
riculum.San Francisco: Jossey-Bass, 1978.

Using Critical Design Methods to
Teach Al Ethics

Alexi Orchard (English Language and
Literature, University of Waterloo)

In recent years, there has been growing interest
in developing pedagogical tools, frameworks, and
resources for teaching the ethics of artificial intelli-
gence (Al). One 2021 syllabi review compiled 254
Al ethics courses at 132 North American universi-
ties [1]. In an Al ethics course, instructors may dis-
cuss ethical principles (e.g., professional codes),
broader societal implications (e.g., impacts of fa-
cial recognition technology for marginalized pop-
ulations), or consequences of future technology
(e.q., artificial general intelligence) [2], [3]. There
also exist sociotechnical frameworks that prompt
students to consider topics including data bias,
fairness, and accountability alongside their learn-
ing of technical outcomes [4], [5]-

However, Raji et al. has observed that Al ethics
pedagogy can be “exclusionary” in nature: it tends
to prioritize technical expertise and not engage
with perspectives from humanities and social sci-
ence (HSS) disciplines [1]. In doing so, Al ethics
is isolated from the critical contextualization of the
communities in which it is designed and deployed.
To combat this epistemological and disciplinary di-
vide, Raji et al., among many other scholars, ad-
vocate for cross-disciplinary Al ethics pedagogy.
Demonstrating the potential of this approach, com-
puting ethics educators have reported successful
interventions when drawing on HSS expertise in
their curricula [6], [7].

Enter critical design: an arts-based research prac-
tice that has been described as a mode of “prob-
lem finding” rather than “problem solving” [8]. An-
thony Dunne and Fiona Raby, the design team
who created the term, were inspired by and con-
cerned with “the uncritical drive behind technologi-
cal progress, when technology is always assumed
to be good and capable of solving any problem” [9].
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Designer and theorist Matt Malpass explains how
critical design “challenges hegemonies and dom-
inant ideologies in contexts of science and tech-
nology, social inequality, and unchallenged dis-
ciplinary norms” [8]. Some common modes of
critical design include speculative fiction, alterna-
tive histories, and objects-to-think-with. A main-
stream media example that uses speculative fic-
tion is the TV show Black Mirror. Microsoft Re-
search’s Judgement Call is another notable exam-
ple of a design fiction game to help industry prod-
uct teams explore ethical concerns [10].

When teaching undergraduate engineers and con-
ducting research in the Critical Media Lab at the
University of Waterloo, | often employ The Tarot
Cards of Tech by The Artefact Group [11] — a deck
of cards that help designers envision opportuni-
ties and consequences of their work. For instance,
some card prompts include:

* How might a community change if 80% of resi-
dents used your product?;

« If the environment was your client, how would
your product change?

« If your product was entirely dedicated to empow-
ering the lives of an under-served population,
what kind of impact could you make?

The Tarot Cards of Tech are one of multiple crit-
ical design tools that provide compelling and ac-
cessible starting points for cross-disciplinary col-
laboration. Critical design in its many forms has
much to offer in the way of generating conversa-
tions about the purpose, design, and implementa-
tion of Al technology. | imagine that Al education
would benefit not only from utilizing critical design
in the classroom but also from welcoming more di-
verse disciplinary perspectives broadly.
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How could we teach Al topics at an
early undergraduate or a secondary
school level?

Rajiv Ratn Shah (Department of Computer
Science and Engineering & Human
Centered Design, IlIT Delhi)

Literacy in any subject can be crystallized in
three verticals: gathering knowledge, applying that
knowledge (building skill), and attitude shift [1].
Similarly, the three verticals for Artificial Intelli-
gence (Al) literacy can be seen as:
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« Gathering knowledge: Studying and under-
standing the concepts, algorithms, and tech-
niques used in Al.

+ Building skill: Applying the knowledge and con-
cepts learned to develop and implement Al-
based solutions, such as building and training
machine learning models, developing natural
language processing systems, and creating in-
telligent agents.

+ Attitude shift: Recognizing the potential and lim-
itations of Al, and understanding how it can be
used ethically and responsibly to benefit society.

However, this conventional path of first gathering
knowledge, then applying it, and bringing about
attitude shift implies a linear progression which
is often not possible due to the extremely diffi-
cult nature of translating learnt knowledge to real-
world problems. On the other hand, the ability to
apply learnt knowledge to real-world problems is
one of the reasons why computer science courses
like “Introduction to Programming” have been ex-
tremely popular over the years.

Given this success of applied courses, the ques-
tion that we need to answer is how to replicate
this with Al? The Al community has recently been
heavily focusing on production. Advancements in
large language models like GPT-3, ChatGPT, BLIP,
DALLE are some artefacts that demonstrate the
potential of Al to solve complex problems while be-
ing accessible to the masses. This recent shift
presents completely novel and exciting opportu-
nities for Al education. Lately, | have personally
seen school students using DALL-E for image gen-
eration and talking to ChatGPT, seeing their re-
sponses and hidden biases, and wondering why
the models gave those answers. This is exactly
what the Al education community wanted to foster
through any Al curriculum. | teach an “Introduction
to HCI” class having 620 students where | actively
ask students to use these models for their projects.

These recent innovations have helped to invert the
conventional pyramid (knowledge — skill — appli-
cation and attitude) followed in any other branch
of education. Here, users first try hands-on use-
cases, discover flaws, search for answers, solve
them, and iterate. Given this new way of learning,
as the Al education community, we just need to
provide them resources to nudge them in the right
direction. This Al- curriculum should focus on pro-
viding students with the resources and guidance
they need to explore and experiment with these
tools, and to develop a deep understanding of the
Al tools, concepts and techniques. In my Informa-
tion Retrieval course, | have adopted this method-
ology to ingrain IR concepts to a batch of 210 stu-
dents.
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One approach of doing this might be to create a
series of learning modules or units that students
can work through at their own pace. Each mod-
ule could focus on a different Al concept or tech-
nique and could include a combination of lectures,
demonstrations, hands-on activities, and discus-
sions. This will not just build the Al skills in stu-
dents but also give them vocational training since
now they would be able to understand each of
these concepts and how do creative artists who
use Photoshop and similar tools achieve this. Fur-
ther, for any shortcoming, they can be taught on
how they can fine-tune the large and small pre-
trained models to achieve their desired goals ulti-
mately helping us build vocational, computational,
and societal understanding of Al concepts and
in the process reducing the euphoria which sur-
rounds Al and it taking over everything.
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